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Abstract: 

Financial time series forecasting is undoubtedly the top choice of computational intelligence for finance researchers in both 

academia and the finance industry due to its broad implementation areas and substantial impact.  The ever-changing tides 

of the stock market present a significant challenge for investors and financial institutions seeking to make informed 

decisions. Predicting future stock prices with accuracy remains a highly sought-after capability, offering the potential to 

optimize investment strategies and navigate market volatility. Traditional forecasting methods have limitations, often 

struggling to capture the complex dynamics and non-linear relationships inherent in stock price data. This project delves 

into the potential of deep learning techniques for stock price forecasting. We explore the application of a Transformer-

based model, a powerful deep learning architecture known for its ability to learn long-term dependencies in sequential data. 

By leveraging this model's capabilities, we aim to develop a more robust and accurate approach to forecasting stock prices.  

Keywords: Deep learning, financial time series, National stock Exchange, Stock price prediction, Transformers-based 

model 

Introduction 

In the financial sector, artificial intelligence (AI) is reshaping market dynamics through cutting edge machine learning and 

deep learning algorithms.  These techniques are widely used for predicting financial instrument prices, analyzing market 

trends, optimizing portfolios and identifying investment opportunities. (Guo, Stock Price Prediction Using Machine 

Learning, 2022).  The practical applications of machine learning in finance cover supervised and unsupervised algorithms, 

ensemble methods, time series analysis and deep learning methods. The machine learning models like Linear Regression, 

Logistic Regression, Support Vector Machine, Random Forest, K Nearest Neighbor and Deep learning models like Auto 

Encoders, Deep Belief Networks, Multilayer Perceptron, Convolution Neural Networks, Self-Organizing Maps are used in 

forecasting stock prices. (Wang, 2022) Each of these techniques have been increasingly used in forecasting stock prices 

due to their ability to capture complex patterns in data.  ML and DL models for stock price forecasting often rely on a wide 

range of features beyond just historical price data. (A. Vaswani, 2017).  These features can include technical indicators, 

fundamental data and macro-economic indicators which include Model Selection, Time Series Analysis, Ensemble 

Methods, Model evaluation, Data Preprocessing etc., ML and DL techniques have significantly advanced the field of stock 

price forecasting, enabling traders, investors, and financial institutions to make more informed decision based on data 

driven insights. (George E.P. Box, 2015) However, it is essential to recognize the inherent uncertainties and risks associated 

with predicting stock prices, and to use forecasting models as one of many tools in the decision-making process. 

Problem Definition: 

Forecasting stock prices remains a challenging task despite the plethora of traditional and computational techniques 

available.  Some of the key challenges of forecasting stock prices are the complexity of financial markets, noisy data, non-

stationarity, randomness and uncertainty. (Sarode, 2015). Apart from that the correlation between the influencing factors 

with the stock prices may not imply causation.  Distinguishing between spurious correlations and meaningful causal 

relationships is a significant challenge.  Addressing these challenges requires a combination of advanced modelling 

techniques, domain expertise, careful feature engineering and robust validation procedures.    It is also important to 
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recognize the limitations of any forecasting model and to incorporate human judgement and qualitative analysis into the 

decision-making process.  

Objectives:  

• To evaluate the performance of each model in terms of predictive accuracy, computational efficiency, and ability 

to capture temporal dependencies in stock data.   

• To compare the model performance based on the interval and the technical indicator moving average of the data. 

• To develop a custom transformer based neural network tailored to the specific requirements of stock price 

prediction. 

• To design the architecture to handle sequential data effectively, incorporating features like attention mechanisms 

and positional encodings. 

• To use appropriate evaluation metrics for assessing the predictive accuracy through Mean Absolute Error (MAE), 

Root Mean Squared Error (RMSE) and directional accuracy. 

Review of literature: 

Research within the field of finance has evolved to encompass the complex interplay between stock markets and their 

diverse array of data sources. This heterogeneity refers to the inclusion of data from various channels, spanning stock 

markets, foreign exchange markets, weather systems, and beyond. This data encompasses fundamental elements such as 

stock prices and trading volumes, as well as unstructured data like stock news and social network sentiments (Guo, Stock 

Price Prediction Using Machine Learning, 2022). 

The rapid advancement of science and technology has facilitated the accumulation of vast volumes of financial data, 

providing a robust foundation for stock market analysis. However, accurately forecasting future stock prices remains a 

significant challenge. Traditional statistical models often struggle with the inherent complexities of time series data, 

particularly non-linear relationships and long-term dependencies (Saikat Mondal, 2020). 

To address these limitations, researchers have explored the application of machine learning and deep learning algorithms. 

Machine learning models offer the advantage of learning non-linear patterns from historical data, leading to potentially 

improved predictions compared to traditional statistical models. Deep learning techniques, such as Artificial Neural 

Networks and Convolutional Neural Networks, have emerged as powerful alternatives, capable of providing even higher 

levels of accuracy (Zhao, 2023; Schmidhuber, 1997, 2015). 

Depending on the prediction horizon, various input parameters are selected, ranging from high-frequency trading data to 

daily, weekly, or monthly stock prices. Studies often employ multiple deep learning models for performance comparison, 

utilizing raw price data or novel approaches like Deep and Wide Neural Networks (DWNN) (Adityanarayanan 

Radhakrishnan, 2023). Transformer-based models are gaining traction for stock price prediction, having been applied to 

forecast S&P volatility and analyze social media data for forecasting purposes. However, research combining news and 

technical data for stock price forecasting, particularly using Transformers, remains relatively unexplored. 

Several recent studies have explored the potential of Transformers for stock price forecasting. (J.Liu, 2019) and (Saidul 

Islam, 2023) demonstrated the effectiveness of Transformers for capturing information from investment texts and social 

media data, achieving accuracies of 64% and 96% respectively. Daiya and Lin proposed TRANSDICE, (Divy Daiya, 2021) 

a model combining Transformers with specialized convolutions to extract features from financial indicators and news, 

achieving a 3% improvement over existing methods. 

Research has also explored Transformers for stock price direction prediction. (Qianggang Ding et al., 2020)  proposed a 

Hierarchical Multi-Scale Gaussian Transformer achieving accuracies of 58% and 57% on Chinese and US stock data. 

(Eduardo Ramos Perez, 2021) investigated hybrid models combining Transformers with other algorithms, demonstrating 
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effective volatility estimation on the S&P dataset. (Bryan Lim Sercan O Arik, 2021) introduced the Temporal Fusion 

Transformer for multi-horizon time series forecasting, achieving strong results on complex datasets. Finally, (Yawei Li, 

2022) proposed the Transformer Encoder Attention architecture for predicting asset price movements based on historical 

data and sentiment analysis, achieving a 64% accuracy on two of their datasets. These studies showcase the growing interest 

and promising results of applying Transformers in various aspects of stock price forecasting. 

Transformer and its architecture:  Transformers are a powerful neural network architecture that revolutionized Natural 

Language Processing (NLP) tasks. Unlike LSTMs, which rely on recurrent connections, Transformers primarily use an 

attention mechanism to learn relationships between elements within a sequence.  This allows them to excel at tasks like 

machine translation, text summarization, and question answering, often achieving state-of-the-art performance.  

Transformers typically follow an encoder-decoder structure: 

• Encoder: This part of the network processes the input sequence (e.g., a sentence in machine translation). It breaks 

down the sequence into individual elements (words) and captures their relationships using the attention 

mechanism. 

• Decoder: This part of the network utilizes the encoded representation from the encoder to generate the output 

sequence (e.g., the translated sentence). It also employs the attention mechanism to focus on relevant parts of the 

encoded representation during generation. 

 

Transformer Architecture 

Attention Mechanism: 

The attention mechanism is the heart of a transformer. It allows the model to focus on important parts that is, instead of 

processing the entire sequence element by element, the attention mechanism lets the model focus on the most relevant parts 

of the input sequence for each element.  Unlike LSTMs, which rely on sequential processing, the attention mechanism can 

capture relationships between any two elements in the sequence, regardless of their distance. This is crucial for tasks like 

machine translation, where word order can be significantly different between languages.  

Transformer Layers: 

Both the encoder and decoder in a transformer consist of multiple identical layers. Each layer typically includes: 

• Multi-head Attention: This is a scaled version of the attention mechanism that allows the model to attend to 

different aspects of the input simultaneously. 
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• Positional Encoding: Since transformers lack recurrent connections, positional encoding is added to the input to 

convey the order of elements within the sequence. 

• Feed Forward Network: This is a simple neural network layer that further processes the information from the 

attention mechanism. 

Proposed methodology: 

This article focuses on analyzing the Transformer model while predicting the stock price movements of a stock 

ASHOKLEY.NS from NSE downloaded from Yahoo Finance.  This stock is selected as its beta value is 1.04 high, that is 

greater than 1. Specifically, considered six types of data sets with different intervals One day, 5 Days moving average for 

a period of 5 years, and 10 years and maximum duration.  Single stock is selected so that the accuracy metrics can be 

compared easily.   The data is collected from 2019 till date and has 1237 rows for 5 year data daily data set,  2014 till date 

for 10 year data and has 2459 rows and  2004 till date and has 5463 rows for max Year daily data  The data is taken from 

yahoo finance web site.   

The Transformer model for each of the duration and the interval, a total of 6 models were chosen for analysis. Each model 

was trained on 70% of the total data and was tested on 30% data.  The Transformer model was built with multiple 

transformer encoder blocks, attention mechanisms, and a feed-forward network to capture complex relationships in stock 

price data. The model is then compiled with an optimizer, loss function, and metrics for training and evaluation.  Dropout 

layers are used for regularization, and a final dense layer predicts the closing price were used.  With head size 128, 

num_heads 4, ff_dim 2, num_trans_blocks as 4, mlp_units 256, dropout 0.10 and mlp_dropout as 0.10 and early stopping 

patience as 5 the model has been developed. 

Model Validation:  To validate the models, six performance metrics, Test loss, Root mean squared Error, Mean Absolute 

Error, Mean Absolute Percentage Error , R-Square and Directional Accuracy were used to test the training and testing data 

sets.   

Results and discussions:  

In this section we discuss the performance of Transformers on three data sets namely five year daily, 10 year daily, max 

daily and 5y 5 day moving average, 10 year 5 day Moving average, Max(duration) 5day Moving Average on 

ASHOKLEY.NS stock which was taken from yahoo finance.  Six models were created based on the duration of the stock 

and the interval chosen for Transformer Network models.  The data was divided into training and testing sets, which is a 

fundamental concept in machine learning, especially when training models for prediction tasks.  This prevents overfitting.  

During training, the model learns patterns and relationships within the training data.  The testing set, unseen by the model 

during training, is used to evaluate the model’s generalizability.  By evaluating unseen data (testing set), we can identify 

models that are at risk of overfitting and potentially take corrective measures for prediction. The figures show the actual 

value vs. trained and testing sets for Transformers and LSTM models. 

 

     

Fig. Transformer model 5 Y 1 day (Actual, Test loss, Training, Testing) 
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Fig. Transformer model 10 Y 1 day (Actual, Test loss, Training, Testing) 

   

                   Fig. Transformer model Max Year 1 day (Actual, Test loss, Training, Testing) 

 

         Table.  Data and interval (without Moving Averages) and Accuracy metrics 

 

   

Fig. Transformer model 5 Year 5 day Moving Average(Actual, Test loss, Training, Testing) 

   

Fig. Transformer model 10 Year 5 day Moving Average(Actual, Test loss, Training, Testing) 
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Fig. Transformer model Max Year 5 day Moving Average(Actual, Test loss, Training, Testing) 

 

Table.  Data and interval (with Moving Averages) and Accuracy metrics 

     

       

Test Loss and Performance Metrics: 

Test Loss: Lower test loss values generally indicate better model performance on unseen data. Here, all the test loss 

values are below 0.002, suggesting the models achieved an adequate fit to the data. Of all the observations Max 1 day test 

loss is minimum 0.000889878, indicating the model will perform better for longer durations.  

RMSE: Similar to Test Loss, lower RMSE (Root Mean Square Error) measures the average difference between predicted 

and actual values. The lower RMSE  signifies a better fit. Here, the values range from 0.030 (MAX 1D) to 0.039 (5Y 

5DMA), indicating a relatively small average difference between the predicted and actual values.   
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MAE (Mean Absolute Error): The lower MAE translates to better performance. Here, the values range from 0.022 

(MAX 1D and MAX 5D MA) to 0.028 (5Y 5DMA and 10Y 1D), suggesting a close match between predicted and actual 

values on average. 

MAPE (Mean Absolute Percentage Error): Lower MAPE indicates better accuracy, particularly when dealing with 

percentages. Here, the values range from 16.78% (5Y 5DMA) to 45.89% (MAX 1D), with MAX 1D having a 

considerably higher percentage error. This could indicate that the model struggles more with predicting significant price 

movements for the MAX interval. 

R-Squared (Coefficient of Determination): A higher R-squared value (closer to 1) suggests a stronger correlation 

between predicted and actual values. Here, all the R-squared values are above 0.87, indicating a good positive correlation 

between the model's predictions and the actual stock prices. 

Direction Accuracy (DA): This metric specifically focuses on how well the model predicts the direction of the trend (up 

or down) rather than the exact value. A higher DA implies better directional forecasting accuracy. Here, the values range 

from 49.19% (MAX 5D MA) to 57.47% (5Y 5DMA), suggesting that the models were moderately successful in 

predicting the directional movement of the stock prices. 

Key Observations from the Performance Metrics: 

• Overall, the results seem to suggest that the transformer models achieved a reasonable fit to the data, with 

relatively low errors and a good positive correlation between predictions and actual values. 

• MAX 1D appears to have the highest errors (RMSE, MAE) and the lowest MAPE, possibly indicating that the 

model performs well on capturing smaller movements but struggles with larger ones for the maximum daily 

interval. 

• 5Y 5DMA has the highest Direction Accuracy (DA) of 57.47%, suggesting it might be better at predicting the 

overall trend direction for the 5-year window with 5-day moving averages. 

Considerations and Further Exploration: 

• It would be beneficial to compare the performance of these transformer models with a baseline model, such as 

ARIMA or LSTM, to assess if the transformers offer a significant improvement. 

• Since you've mentioned limitations, it would be helpful to understand what challenges you faced while using 

transformers for this task. 

• Experimenting with different hyperparameters for the transformer model might lead to further improvements. 

• You could explore including additional features or data sources that might be relevant for stock price prediction, 

such as news sentiment or economic indicators. 

Overall, the analysis suggests that the Transformer model has the potential to forecast stock prices for ASHOKLEY.NS 

data. However, its performance seems to be better for shorter forecasting horizons (1-day) and might require overfitting 

mitigation techniques. 

Suggestions: 

To improve the Transformer model's performance for stock price forecasting on ASHOKLEY.NS data, considering the 

observations about interval, duration, and overfitting are (i) While the model performs well for 1-day forecasts, consider 

incorporating additional high-frequency data points (e.g., intraday prices) to potentially capture even more granular patterns 

that might influence short-term price movements (ii) Explore techniques specifically designed to handle long-range 

dependencies in time series data. This could involve: (a) Dilated convolutions: These convolutions allow the model to "look 

back" further in the sequence, potentially capturing long-term relationships in the data (b) Recurrent Neural Networks 
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(RNNs) with attention mechanisms: LSTMs or GRUs with attention can focus on relevant parts of the historical data for 

longer forecasts. 

Conclusions: 

The transformer model achieved the best overall performance in predicting Ashokley.NS stock prices when trained on 

maximum duration of daily data. This is evident from the lowest Test Loss, RMSE and MAE values observed for this 

configuration.  Including a 5-day moving average generally led to improvement in the model’s  performance across data 

durations, as evidenced by lower error metrics and high Rsquare and Direction Accuracy.   

This research investigated the use of Transformer networks for forecasting trends of stock prices on the ASHOKLEY.NS 

data. The model demonstrated potential for accurate predictions, particularly for shorter forecasting horizons (1-day) as 

measured by 1-minus-RMSE. However, the performance seems to improve with moving averages and  for longer horizons.  

Additionally, some degree of overfitting was observed, requiring techniques like dropout regularization for improvement. 

While these findings are promising, limitations include the use of a single stock and a specific data duration. Future research 

could explore incorporating additional features or comparing the performance with other forecasting models to gain a more 

comprehensive understanding of Transformer networks' efficacy for stock price prediction. 

Future Work: 

• Experimenting with hyperparameter tuning to see if the model's performance can be further improved for this 

task. 

• Exploring incorporating additional features (e.g., economic indicators) that might be relevant for stock price 

prediction. 

• Comparing the performance of the Transformer model with other forecasting techniques like LSTMs or Prophet 

to see which method yields the best results for your specific data and forecasting needs. 
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