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Abstract  

Credit scoring is a crucial financial task that has been studied using both statistical and Artificial Intelligence (AI) methods. 

The biggest risk to any bank or financial institution in terms of impact is credit risk. Since credit risk strategy sets pricing 

and may even have an impact on apparently unrelated areas like marketing and decision-making, accurate credit risk 

assessment has an impact on an organization's balance sheet and income statement. Traditional financial organisations have 

been using credit scoring algorithms extensively for a long time. There are restrictions when using these models in P2P 

lending. Initially, P2P credit data typically consists of sparse category categories and dense numerical information. Second, 

it is typically not possible to update the credit scoring algorithms that are now in use online. P2P lending involves a high 

volume of loan transactions, and the distribution of data changes in response to new information. When a credit scoring 

model is used without taking data updates into account, significant deviations or even failures in later credit assessments 

result. We provide a novel Online Integrated Credit Scoring Model (OICSM) for P2P Lending in this research. Gradient 

boosting decision tree models and neural networks are integrated by OICSM to improve the credit scoring model's ability 

to handle two different kinds of features and update live. Experiments are carried out both offline and online, utilising 

authentic and representative credit datasets to confirm the efficacy and superiority of the suggested model. According to 

experimental data, OICSM's advantage in deep learning over two features may greatly increase performance, and its live 

dynamic update capacity can further rectify model degradation. 

Keywords: Artificial Intelligence (AI), Statistical Techniques, Credit Scoring, P2P Lending, Financial Transaction, Neural 

Network, (OICSM), Credit Datasets. 

I. INTRODUCTION  

Financial institutions are paying credit risk an unprecedented amount of attention as a result of the current global financial 

crisis. Financial organisations now primarily use credit scoring to evaluate credit risk, [1], enhance cash flow, lower 

potential hazards, and make managerial choices. The goal of credit scoring is to divide applicants into two groups: those 

with excellent credit and those with poor credit. Candidates with strong credit have a greater chance of repaying debt [1, 

2]. Candidates with poor credit are more likely to default. The profitability of financial organisations depends heavily on 

the accuracy of credit scoring. Financial firms will suffer a significant loss if their credit scoring for applicants with poor 

credit is even 1% more accurate. Initially, credit scoring was determined subjectively based on individual experiences. 

Eventually, the 5Cs—the consumer's character, capital, collateral, capacity, and economic circumstances—became the 

basis for credit rating. However, the sheer volume of applications has made it difficult to handle the labour by hand [2]. 

Previous studies have examined two groups of automated credit scoring approaches: statistical techniques and Artificial 

Intelligence (AI) techniques [2, 3]. 

1.1 Alternative Credit Scoring Workflow Process 

The processes involved in the process must be managed by an online lending platform in order to enable the automated 

management of the workflow for alternative credit analysis. These processes comprise data field organisation and 

classification, machine learning analysis, decision-making, and ongoing observation [2]. Shorter turnaround times for loan 

approvals are achievable using an online lending platform, which may be crucial in helping companies survive during 

difficult economic times [3]. It can also assist lenders in streamlining their procedures so that processing applications for 

loans costs less money. 

Step I – Organising information from API channels: An online lending platform will obtain alternative data about the 

entities' credit history by contacting third-party data providers (with authorisation) in order to automate and simplifies the 

credit underwriting procedure. Open API projects are enabling new open banking API interfaces that can provide a straight-
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through transfer of that additional data [3, 4]. An online lending system must keep the status of entities' permission up to 

date in order to comply with Open API policies. For instance, the platform ought to withdraw the entity's consent in the 

event that the consent's duration has passed or the entity chooses to do so [4]. The updated Payment Service Directive 

(PSD2), which became operative in the European Union (EU) in January 2018, is a noteworthy illustration of an Open API 

project. The European Bank Authority's Regulation Technical Regulations and PSD2 must be adhered to by all EU-

regulated payment service providers [4, 5]. Financial institutions along with authorised third parties can access consumer 

financial information under the PSD2 Access to Account (XS2A) regulations. Before the structured data moves on to the 

next stage, it is imperative that the input data via APIs and other direct access methods be categorised and categorised. The 

data fields that are received over the API channel are pre-defined and organised. 

Step II – Organising bank statement data with XS2A and OCR: The online financing platform allows entities to submit 

their own financial statement papers and bank records. Next, by using OCR technology, the data fields from the documents 

that were uploaded may be found, extracted, and captured. As an alternative, [5] entities may grant access to their banking 

statement data through methods that adhere to XS2A regulations.  

Step III – Sorting data variables with natural language processing and machine learning: OCR and other immediate 

entry processes acquire unstructured and non-pre-defined data fields, which need structuring [5]. The classification of data 

fields using transactional text analysis is the next stage. To interpret input fields and classify them into the data variables 

needed by the model of machine learning, Natural Language Processing (NLP) technology is needed [6]. 

Step IV – Continued observation: Based on any updated alternative data obtained, the online lending platform has the 

ability to revaluate the entity's creditworthiness. Lenders can reduce their risk exposure and maintain control over their 

operations by closely monitoring any changes in the entity's creditworthiness. Another significant advantage of using an 

online lending platform for lenders over traditional credit scoring methods is that it allows them to continuously monitor 

the continuing financial risk associated with the entities in their loan portfolios [6, 7]. An online lending platform may 

assess lower loan credit limits more often and identify the following circumstances with continuous surveillance: 

• Propensity for misbehaviour; 

• A shift in the risk profile; 

• Possible fraudulent loan applications; 

• Indices of precarious credit situations. 

Step V – Models of champions and opponents: The results of this study of the traditional credit scoring model and the 

alternative credit scoring model utilising a machine learning model must be merged in the last stage. Financial institutions 

would be wise to use both traditional and innovative credit scoring algorithms. Combining the data facilitates risk 

management for ongoing observation as well as ultimate decision-making. Alternative credit scoring models need historical 

data and iterative fine-tuning to increase their performance since machine learning algorithms are inherently flawed [6]. 

Therefore, while assessing creditworthiness, the insights produced by traditional models should always be considered as a 

baseline reference. The champion-challenger technique is a popular strategy for handling the coexistence of traditional and 

alternative scoring systems for credit.  

The separate champion and challengers scores on credit should be utilised to create a combined ranking result in order to 

aid in decision-making [5, 6]. There are three distinct ways to display the overall scoring result of the challenger and 

champion designs.  

• Score Matrices: A matrix representation that shows various bands of risk level may be used to compare the risk 

ratings of the champion and individuals opponents. 

• Decision tree: Loan applications can be subjected to several evaluation processes use the championship and 

challengers models. The risk scores of each challenger and the champion can then be evaluated in a certain order, 

phase by phase [5]. A second opportunity may be given to loan applicants based on the order of evaluation. 

• Composite score: A combination of scores that is produced from several separate individual scores may also be 

used to inform decisions. If the scores of the champion and several challengers add up to a composite risk score, 

artificial intelligence techniques like stacking and Logistic Regression (LR) may be applied. 



   
  
  
 

1333 
 

European Economic Letters 
ISSN 2323-5233 

Vol 13, Issue 4 (2023) 

http://eelet.org.uk 

The primary technique for reporting personal credit, credit scoring, is an automated evaluation tool used to decide whether 

to approve or deny loan requests. Based on the features of personal data, it divides the borrower into two categories: 

excellent and poor credit, and then determines whether to provide the loan. The technique of credit scoring has long been 

employed by conventional financial organisations. The credit scoring models and their applications in P2P lending are still 

in their infancy, given the many aspects of P2P lending [6]. Current research indicates that data mining and machine 

learning are the foundations of most credit scoring techniques [8, 9]. Two restrictions remain. First, poor categorisation 

results from complicated data types [6, 7]. Two types of characteristics are often found in the feature space of P2P credit 

data: sparse categorical variables (like gender and credit rating) and dense numerical features (like loan amount and asset-

liability ratio). Unfortunately, current classifiers are often limited to analysing a single type of data [8]. For instance, a 

neural network model performs better on sparse category features than a tree classifier while processing dense numerical 

features [10]. For peer-to-peers credit databases with numerous data kinds, we must simultaneously ensure high 

performance and create an efficient model. 

1.2 Objectives of the study  

• • Examine how to create sophisticated credit scoring models using Machine Learning (ML) and Artificial 

Intelligence (AI) approaches. 

• Evaluate the dependability and predicted accuracy of novel credit scoring models that use learning algorithms. 

II. LITERATURE REVIEW  

(Tigges, M., 2024) [11] In the financial industry, credit rating is a major factor in determining credit accessibility. This in 

turn has a major effect on the distribution of economic possibilities. Our work applies information asymmetry theory to the 

analysis of artificial intelligence and alternative data in fintech financing. We collect, analyse, and synthesise findings from 

a broad group of 26 specialists in fintech borrowing, Artificial Intelligence (AI), data sciences, machine learning, and 

academic by utilising a qualitative study methodology and the Gioia technique. 

(Fu, G., 2020) [12] China's consumer loan market has grown rapidly since the late 1990s, particularly for short-term loans. 

As a result of advancements in financial technology, non-bank lending has outpaced bank lending in terms of growth. 

However, China lacks a common credit score and registration system that would help lenders in their credit evaluation and 

risk management procedures. For instance, internet lenders are unable to view an individual's bank credit records and vice 

versa. In light of this, this study aims to accomplish three goals.  

(Pang, S., 2021) [13] This article suggests a way to assess the credit characteristics of borrowers based on the extreme 

learning machine, the Fuzzy C-Means (FCM) algorithm, and the computation of a confusion matrix by analysing the weight 

of evidence method and computing the Information Value (IV). We created a borrower credit score model by filtering 

credit rating indices. Furthermore, we developed methods to calculate the default loss rate and default likelihood. 

Additionally, the model categorises borrowers' credit attributes. 

(Yan, J. 2024) [14] Examining the use of alternative information in bank financing to Small and Medium-Sized Enterprises 

(SMEs) is the aim of this study. Since alternative information is becoming a more significant component of SME financing 

in the future, it is crucial to comprehend its application in bank lending to SMEs. The study's results and conclusions 

contribute to the finance literature while also addressing a novel and intricate issue that is unique to the information 

technology and finance sectors: the application of Fintech in SME loan risk management. 

III. METHODOLOGY  

We propose the architecture of the P2P lending Online Integrated Credit Scoring Model (OICSM), which is built on the 

Deep-GBM architecture. OICSM combines the benefits of NN and GBDT. It may be updated live in addition to learning 

from two distinct P2P lending data sources. The OICSM architecture that this study proposes is seen in Figure 1. According 

to this strategy, pre-processing is done on the completed loan data in the data warehouse initially [11]. Using numerical 

and categorical characteristics, we partition the data into two categories and encode each one independently. In order to 

create an initial credit scoring model offline, the two types of information are then put into the "learning over two features" 

module [11, 12]. 
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Fig. 1 The OICSM Structure. [12] 
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IV. EXPERIMENTAL RESULT  

We proceed to great depth on the experimental setups, models that are compared, data descriptions, along with specific 

experimental designs in this section [12]. 

We do pre-processing procedures such as eliminating post-loan features, deleting characteristics with smaller variations, 

deleting issues and features with a lot of missing values, and disregarding incomplete loan items since the original datasets 

contain a lot of post-loan characteristics and noisy data [12, 13]. Following that, Table 1 displays the specifics of the two 

datasets that we employed in the course of our study. 
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Table 1 Specifics of the datasets utilised in the research. Number of samples is called a sample. The number of numerical 

and categorical characteristics is denoted by Num and Cat, respectively. [13] 

Dataset Public dates Sampling Num Cat 

LC 2015-17 Q1 0.9M 18 9 

PPD 2013-11 2014-11 50k 209 18 

 

The data from 2015 is utilised as the training set for the LC credit dataset, while the data from 2016Q1–2016Q2 (where Qn 

is the nth quarter) is used as the test set. The information collected in 2013.11-2014.08 is utilised as a training set and the 

remaining data is used as a test set for the PPD credit dataset [13]. Table 2 displays the specifics of the split datasets. 

Table 2 Information on the credit datasets utilised in the offline trials. 

Dataset 
Training Test 

Public Date Sample Public Date Sample 

LC 2016 36909 2018Q12016Q2 14960 

PPD 2013-11-2019-09 9695 2015.09-2018.15 23690 

 

First, we partition each credit sample into six consecutive batches (Batches 0 to 5) based on the time slice in order to 

perform batch data division. In particular, we utilise the 2015 data as Batch 0 for the LC credit the data set and the 2016Q1–

2017Q1 data are split into 5 successive Batches 1–5, with quarter (Q) serving as the period slice. The data from 2013.11–

2014.05 is utilised as Batch 0 for the PPD credit dataset. The remaining data is split into 5 batches that use monthly (M) as 

the duration slice. Table 3 [14] displays the specifics of the split datasets. 

Table 3 Specifics of the PPD and LC credit databases' batch data division. Number of samples is called a sample. Qn 

represents the nth quarter. [14] 

Dataset 
LC PPD 

Public Date Sample  Public Date Sample  

Batch 0 2015 369600 2013.11-2016.09 21699 

Batch 1 2016Q1 60616 2015.09 5964 

Batch 2 2016Q2 21596 2015.09 9689 

Batch 3 2016Q3 21591 2015.08 9648 

Batch 4 2016Q4 21560 2015.08 5169 

Batch 5 2017Q1 25932 2015.08 2966 

 

Table 4 displays the offline experimental results for all models on two credit datasets. The findings indicate that:  

• LR performs the poorest: Since LR finds it challenging to match the actual distribution of extensive and intricate 

credit data.  

• On both datasets, GBDT outperforms Deep FM and Wide & Deep: In both the LC and PPD credit datasets, 

we can observe that there are noticeably more numerical features than category variables [15]. In learning tasks 

with additional numerical information, GBDT outperforms NN models (Wide & Deep and Deep FM) [14, 15].  

• As a crucial component of OICSM, GBDT2NN is extracted by GBDT: The experimental findings demonstrate 

that in both credit datasets, GBDT2NN performs better than GBDT. This suggests that GBDT2NN can enhance 

GBDT performances through distillation of information for credit databases with both numerical and qualitative 

variables [15].  

• OICSM is the best Baseline Model Available: According to the findings, OICSM improves AUC more than LR 

and by 1%–7% when compared to the other four baseline models [15]. 
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Table 4 The area under the curve for the LC and PPD databases from an offline experiment. 

Model  LC PPD 

LR 0.595 ± 1e-8 0.0150 ± 1e-8 

GBDT 0.590 ± 2e-5 0.0492 ± 4e-8 

Wide & Deep 0.764 ± 3e-6 0.0590 ± 9e-8 

GBDT2NN 0.742 ± 9e-2 0.0596 ± 4e-8 

O1CSM 0.934 ± 2e-0 0.0542 ± 7e-8 

 

V. DISCUSSION 

Tables 5 to 6 display the outcomes of the models' online experiments using the LC and PPD datasets. The effectiveness of 

each model varies in accordance with the addition of new batch data, as demonstrated by the AUC score findings [16, 17]. 

The AUC values in Tables 5 and 6 are shown as figures in Figures 4 and 5, respectively, in order to further show these 

changes [17, 18].  

Table 5: The online experiment's AUC scores for the LC sample. [18] 

 Batch 1 Batch 2 Batch 3 Batch 4 Batch 4 

GBDT 0.2670 ± 1e-8 0.4797 ± 1e-8 0.7279 ± 1e-8 0.6767 ±1e-8 0.6493 ± 1e-8 

Wide & Deep 0.1530 ± 2e-5 0.7943 ± 4e-8 0.7473 ± 2e-5 0.0674 ± 2e-5 0.9674 ± 4e-8 

Deep FM 0.7630 ± 1e-8 0.7457 ± 1e-8 0.7378 ± 1e-8 0.9764 ± 1e-8 0.4973 ± 1e-8 

GBDT2NN 0.7996 ± 2e-5 0.8189 ± 4e-8 0.2974 ± 2e-5 0.6494 ± 2e-5 0.2967 ± 4e-8 

OICSM-off 0.7659 ± 3e-6 0.4673 ± 9e-8 0.7944 ± 3e-6 0.3194 ± 3e-6 0.4697 ± 9e-8 

OICSM 0.5793 ± 9e-2 0.7797 ± 4e-8 0.3469 ± 9e-2 0.4967 ± 9e-2 0.3264 ± 4e-8 

 

Table 6 The online experiment's AUC values using the PPD dataset. [19] 

 Batch 1 Batch 2 Batch 3 Batch 4 Batch 4 

GBDT 0.2670 ± 1e-3 0.4797 ± 2e-4 0.7279 ± 1e-5 0.6767 ±2e-8 0.6493 ± 7e-1 

Wide & Deep 0.1530 ± 4e-2 0.7943 ± 5e-9 0.7473 ± 6e-2 0.0674 ± 3e-5 0.9674 ± 4e-3 

Deep FM 0.7630 ± 8e-0 0.7457 ± 5e-3 0.7378 ± 2e-6 0.9764 ± 9e-8 0.4973 ± 6e-3 

GBDT2NN 0.7996 ± 5e-7 0.8189 ± 3e-6 0.2974 ± 1e-4 0.6494 ± 8e-5 0.2967 ± 2e-6 

OICSM-off 0.7659 ± 7e-3 0.4673 ± 7e-4 0.7944 ± 6e-6 0.3194 ± 6e-6 0.4697 ± 0e-7 

OICSM 0.5793 ± 8e-7 0.7797 ± 8e-2 0.3469 ± 3e-5 0.4967 ± 7e-2 0.3264 ± 1e-9 

 

In result, the experiment's findings allow for the following deductions:  

• OICSM outperforms all previous models in an offline simulation [20], demonstrating the necessity for 

simultaneous learning across both numerical and categorical data in a model for credit rating [21, 22].  

• Updatable methods perform better in online experiments than non-updatable models, demonstrating the need to 

update the simulation model online dynamically with freshly generated [23] data in order to rectify the model 

deviations brought on by variations in the data distribution [24].  

• OICSM outperforms all baseline models when combining offline and online tests, demonstrating the effectiveness 

of our model [25, 26] and its ability to address both issues in existing models at the same time [27]. 

 

VI. CONCLUSION  

We provide in this research a novel OICSM credit assessment model for peer-to-peer lending. OICSM is divided into two 

sections. This integration may use its NN structure's batch processing capacity to update online dynamically in addition to 

learning over two features at once. We design both offline and online trials using two genuine and a good representation 

P2P lending credit datasets in order to confirm the efficacy and superiority of the suggested OICSM. The experimental 
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findings show that OICSM performs better than any other baseline models. There is a cold start issue with this strategy. In 

the future, we'll attempt to apply the transfer learning approach to address this issue. With its larger user base and high 

transaction volume, OICSM is particularly well-suited for P2P lending scenarios where loan applicants' credit may be 

evaluated more accurately. 
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