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Abstract
Equity trading markets often experience periods of price and market volatility. These are
driven by various factors, and eventually resulting in significant uncertainty for retail
investors and widespread financial losses. Volatile markets often lead to frequent trend
reversals, diminishing the effectiveness of traditional signal generation methods. Moving
average cross signals, or oscillator signal do not ensure a movement in the indicated direction
when raised in a volatile environment. Hence it becomes imperative to explore techniques to
navigate volatile markets in an algorithmic framework. This paper proposes a reinforcement
learning agent which employs volatility as an input, while trying to make profitable high
frequency trades. The strategy was backtested on intraday stock data [750 stocks] from
multiple indices listed on the National Stock Exchange of India, representing various sections
and sectors of the market. It was found to convincingly outperform the buy and hold strategy
in bearish and sideways moving conditions, establishing it as a valid scalping option when
trying to diversify and hedge portfolios while employing algorithmic trading. The strategy
involves the use of Q-Learning as the major decision-driver, optimized by added stochasticity
to respond to volatility.

Keywords: Finance, Reinforcement Learning, Quantitative Analysis, Algorithmic Trading,
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1. Introduction
1.1 Algorithmic Trading
An algorithm is a set of instructions used to accomplish a given task. Trading algorithms are
computerized models that incorporate the steps required to trade an order in a specific way
(Wilhelmina Afua Addy et al., 2024) ​ . This is called automated trading, also known as
black-box trading, or algorithmic trading (Borch, 2022).

High Frequency Trading: Using advanced computer algorithms and mathematical models,
automated trading allows traders to execute orders in the blink of an eye, taking advantage of
small price differences, which is also known as high frequency trading. This rapid approach
not only offers better profits potential than traditional trading methods but also attracts a
growing number of traders eager to stay ahead in an increasingly fast-paced environment.
High frequency trading (HFT) has transformed the landscape of financial markets, accounting
for more than 73% of trading volume today (Qin et al., 2023).

1.2 Reinforcement Learning
Reinforcement Learning is a branch of machine learning that utilizes agent- environment
frameworks, allowing the agent to learn from its experiences by interacting with the
environment via actions and rewards (Ponomarev et al., 2020) ​ . The exploration of actions
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allows the agent to autonomously make the best decision for its current state. Reinforcement
learning stands out from other machine learning techniques due to its emphasis on
exploration, rewards, and learning from both successes and mistakes. Published in 1998,
Reinforcement Learning: An Introduction (Sutton & Barto, 2005) ​ , covers the theory,
history, and applications of the popular modern RL methods.

Q-Learning: Q-learning is a model-free reinforcement learning algorithm that determines the
value of an action in each state. It does not require an environmental model and may deal
with environments involving stochastic transitions and rewards, such as financial markets,
but offers a simple and computationally inexpensive agent capable of exploring complex
environments.

1.3 Indicators
In recent times, algorithmic trading has emerged as a powerful tool for executing trades
swiftly and efficiently. Central to the success of algorithmic trading strategies is the
utilization of indicators that provide insights into market trends and potential price
movements.

Leading Indicators: Leading indicators anticipate price fluctuations. Their major advantage
is early signaling for entry and exit, generating additional signals, which allows anticipatory
trading practices. They represent price momentum over a specified look-back period. The
most prominent leading indicators are the Commodity Channel Index [CCI], Momentum,
Relative Strength Index [RSI], Stochastic Oscillator, and Williams %R. Leading indicators
can predict extreme price movements well in advance but are also vulnerable to false signal
generation.

Relative Strength Index [RSI]: RSI is a momentum oscillator used for analysis of
overbought or oversold state of a security. The figure below shows the average RSI
construction, which ranges from 0% to 100% (Upreti et al., 2022) ​ ​ . Two horizontal
reference lines can be seen: the 30% "oversold" line and the 70% "overbought" line. When
the oscillator enters a zone of higher buying pressure compared to recent history, it is referred
to as the overbought region (Kaur et al., 2022)​ ​ . This is frequently a hint that the upward
trend is coming to a halt. Similarly, the oversold area denotes the bottom portion of the
momentum oscillator where a downswing is ending and there is considerable selling pressure
compared to the recent past.

Fig 1: Nifty Chart with RSI ​ (Technical Analysis Module, n.d.)​
Lagging Indicators: Lagging indicators track trends rather than forecasting them. A lagging
indicator displays proof of the occurrence after the occurrence. These indicators function best
when prices follow rather extended trends. They do not warn about potential price changes;
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instead, they reflect on price movements. Moving averages and Moving Average
Convergence/Divergence [MACD] are some well-known examples of lagging indicators.
Lagging indicators often reflect price movements with a very observable delay, but they also
provide a certain level of robustness to the signals that leading indicators lack.

Simple Moving Average [SMA]: A simple moving average is calculated by taking the mean
price of a security over a given number of periods ​ (Upreti et al., 2022) ​ , assigning equal
value to all prices for the time-period selected. While moving averages can be calculated
using the Open, High, and Low-price points as well, the Closing Price is the most used. For
example, a 5-day simple moving average is produced by adding the closing prices from the
previous 5 days and dividing it by 5.

Crossover Strategies: Crossover strategies are popularly used for automating trading signals
when working with moving averages. This strategy involves the use of two moving averages
with different periods of calculation. When the shorter period average crosses the longer
period average from below, the occurrence is considered a bullish indication and generates a
buy signal, and vice versa generates a sell signal. The working logic dictates that the shorter
period moving average is more responsive to price movements, and a crossover in any
direction is an indication of change in the presiding trend of the instrument.

Exponential Moving Average [EMA]: Exponential moving average is determined by giving
more weight to recent values than previous ones, which eliminates latency in basic moving
averages. The weighting applied to the most recent price is determined by the moving
average’s set period. The most recent price receives more weight as the EMA’s timeframe
shortens (Pardeshi & Kale, 2021) ​ ​ . EMAs are used in the calculation of the MACD
indicator [Moving Average Convergence and Divergence]. The use of crossover strategies
using EMAs amounts to use of the MACD indicator as it uses the same logic to generate buy
and sell signals (Kaur et al., 2022) ​ . An overbought indication generates a sell signal, and
an oversold indication generates a buy signal.

Fig. 2. Infosys chart with crossovers ​ (Technical Analysis Module,)​
1.4 Volatility
Markets are considered volatile when price and volume movements cannot be relied on to
predict the direction of future movements. It is a feature of a stable and healthy market that a
previously established upward or downward trend will continue until external stimuli
intervene or momentum naturally dries up. However, volatile markets do not allow
established trends to preside over the prevailing market conditions. Volatility is often
observed when a primary trend is undergoing reversal, or times of general financial
uncertainty, like the periods around general elections or budgets, as well as times of
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unprecedented liquidity or demand, such as a dividend announcement or the initial public
listing of shares of a popular company or commodity. In recent times, it has also been
observed that large scale selling or buying in by institutional traders results in spikes in
demand and liquidity respectively, resulting in a frenzied volatile market.

It is a characteristic feature of volatile markets that usual technical markers of movements do
not hold true. Moving average crosses do not precede any major movements, and oscillators
shuffle between overbought and oversold ranges almost spontaneously, without any major
price movements following (Technical Analysis Module) ​ . This renders typical indicator-
based strategies toothless, as they rely on the above-mentioned markers of market
movements.

2. Literature Review
Algorithmic trading strategies usually employ a variety of paradigms to automate signal
generation. The most common ones include statistical arbitrage, which exploits price
inefficiency in valuation, usually via the implementation of forecasting and prediction
systems and sentiment analysis, which keeps track of larger public sentiment towards a stock,
or a company and makes trading decisions based on the associated positivity or negativity of
the sentiment to generate long or short signals respectively.

The two most popular methods of statistical arbitrage employ either indicators to generate
trading signals, or machine learning methods to predict expected values of the price, which
are then used to preempt corrections and make trades. ​ (Salkar et al., 2021) made use of
Relative Strength Index, Moving Average Convergence Divergence and other indicators to
automate trading signal generation. In a similar vein, ​ (Paik et al., 2024) employed the
Stochastic Oscillator and William’s %R indicators to generate trading signals for low
frequency trading, tested on American and Korean indices. ​ (Troiano et al., 2018) utilized
indicator-based signals and utilized LSTM [Long Short-Term Memory] units to recreate the
decisions made based on the indicator values. Among other machine learning methods,
​ (Kamble, 2017) ​ used decision trees to generate trading signals, based on various input
variables, including indicator values, dividend announcements, and profit to earnings ratio
among others; ​ (Yildirim et al., 2019) proposed an evolutionary optimized system for
detection of support and resistance lines, and subsequent strategies. In a novel technique,
​ (Wu, 2021) used Gramian Angular Fields to encode candlestick patterns, allowing the
automation of financial technical analysis, and subsequent strategies.

Another popular method of signal generation is via sentiment analysis of texts related to a
particular stock or instrument. This requires access to real time information about public
sentiment. ​ ​ (Bouktif et al., 2020) uses augmented textual features to predict price
movements. In a similar approach, (Patil et al., 2018)​ used a combined approach including
numeric time series to predict price and news analysis to make trading decisions.

Multiple strategies have been proposed which seek to predict or harness market volatility to
make trading decisions. ​ (Thavaneswaran et al., 2020) ​ utilizes a novel indicator-based
volatility forecasting method to ultimately generate trading signals. ​ ​ (Liang et al., 2020)
proposes a dual price and volatility forecasting strategy that in a similar vein is used to
evaluate entry and exit points in a dynamically moving market.
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Although not very mainstream, the usage of Reinforcement Learning while designing
algorithmic trading agents has increased steadily in previous years. The most popular
paradigm used is Deep Q-Learning, a variant of Q-Learning which uses a neural network to
approximate the Q values instead of a persistent table. This allows the usage of a learnable Q
function, which may adapt to various market conditions. (Théate & Ernst, 2021) ​ ​ made
use of a DQN [Deep Q-Network] to automate trading, an apt demonstration of Deep Q-
Learning. ​ (Y. Li et al., 2019) ​ utilized a DQN with an A3C [Asynchronous Advantage
Actor Critic] framework in combination with stacked denoising autoencoders and LSTM
units to optimize the agent. Another popular approach is training agents for specific market
conditions, and then training a hyper agent to switch between these agents as per the current
state, as done by ​ (Qin et al., 2023) ​ and (X. Li & Peng, 2019) ​ ​ , utilizing Deep Q
Networks and Markov Decision Processes respectively as sub-agents. Another study that
used MDPs to generate trading signals was (X. Li & Peng, 2019)​ .

Multiple evaluation metrics were used in the related studies, such as Sharpe Ratio, Hit Ratio,
and Drawdown, in addition to percentage returns.
As is visible, there are multiple approaches to automate trading, and in an active market
environment, multiple such agents might be competing to extract profit, hence the importance
of a highly optimized strategy is felt.

3. Proposed Methodology
3.1 Strategy
Like other existing works, the proposed strategy utilizes Q Learning to keep track of previous
situations stats and their corresponding Q values. But unlike them, it uses a Q table instead of
a network, as the tabular structure is essential to the decision-making process, as will be
explained in the next section. The agent allows three possible actions, Buy, Sell, or Hold a
particular stock. In this context, the Q-Table serves as a decision matrix, calculating and
recording the maximum predicted future profits for each trading action [buy, sell, or hold].
The rows of the Q-Table show various market situations as measured by technical indicators
including the Relative Strength Index [RSI], Moving Average Convergence Divergence
[MACD], and trade volume, all of them discretized into buckets, each corresponding to a
certain mix of these indicators. The columns reflect the agent's market options: purchase, sell,
or hold. Each entry in the Q-Table represents the greatest projected future benefit for carrying
out a specific action [buy, sell, or hold] given the current state of the indicators [RSI, MACD,
volume]. These values are updated iteratively as the agent interacts with the market, allowing
the Q-Table to fine-tune its policy related to all possible market states.

The strategy calculates volatility, a sigmoid scaling of the weighted average of price and
volume volatility. The calculated value hence ranges between 0 and 1. This value is essential
to the decision made by the agent. A volatility of 0 implies that of the three probable
decisions, the agent selects the most successful or “appropriate” move for the state, as
suggested by the Q table. A volatility of 1 implies that a random decision will be made,
utilizing a roulette wheel with all three decisions as sections, and their associated Q values
used as probability of selection. A volatility of 0 and 1 implies that the roulette wheel may
only contain a subset of decisions available, based on the value. This method allows the agent
to respond to a volatile environment by injecting stochasticity into the decision making at
times of high volatility and choosing “safer” or “appropriate” moves when the environment is
perceived as relatively stable.



1609

3.2 Data
The strategy was intended to be a High Frequency Trading agent, hence requiring data of
second or minute granularity. Minute-wise data from the week of 2nd to 6th September was
used. As for the selection of stocks, 750 stocks from the 65 equity indices of the National
Stock Exchange of India were selected, as illustrated in Figure 3, as of the 10th of September
2024. Data was sourced using the YFinance library on Python, a wrapper for the
YahooFinance API.

Fig. 3. Stocks per Index, NIFTY
3.3 Experimental Setup and Implementation
The entire implementation of the strategy was done on Python 3.12.1. The Backtrader library
was used to simulate real time data retrieval and strategy actions. The strategy itself was
natively written in Python, making use of NumPy for mathematical operations. The data for
the operations was sourced from the YFinance library as iterated above.

3.4 Evaluation Metrics
The major purpose of this study was to compare the proposed strategy to the buy and hold
strategy as a benchmark, and hence percentage returns was deemed sufficient for the
evaluation metric.

4. Results and Analysis
Out of the 750 stocks studied, the strategy outperformed buy and hold in 414 stocks. Out of
the 414 instances, most stocks experienced bearish or sideways movements over the period of
study. Since the strategy inherently exploits stochasticity via roulette wheel selection, the best
and worst performances over 30 episodes were kept track of for comparison. Our strategy
showed impressive results, outperforming the buy-and-hold approach. This suggests that our
method offers a valuable advantage over traditional investment strategies. A sample is shown
in Fig. 3.

Fig. 3. A sample of the results
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Fig. 4. A sample plot of the strategy’s trades
5. Future Scope and Limitations
The results of the strategy can be extracted in different metrics as utilized by other studies for
a detailed comparative analysis of performance.

This study only explored the applications of a volatility-based approach in the equity section
of financial markets. The strategy could be explored in various environments like other
sections such as Forex, Derivatives and Cryptocurrency.

One consideration for future research is the potential for acquiring more extensive data with
varied granularity. Access to such data could enable a more in-depth exploration of the
strategy’s performance, offering richer insights and opportunities for refinement.

6. Conclusion
Volatile markets breed movement reversals and render traditional signal generation obsolete.
Moving average cross signals, or oscillator signal do not ensure a movement in the indicated
direction when raised in a volatile environment. It hence is of value to explore techniques to
navigate volatile markets in an algorithmic framework. While it is evident that volatile
markets introduce unexplained randomness to the movements of financial instruments, it is
also verifiable demonstratable by the results of the study that stochasticity is a useful tool
when utilized with tact. It is a certainty of time, as more financial institutions embrace trade
automation, market liquidity and volatility will tread unchartered domains. In such situations,
strategies that harness and respond to prevailing market conditions will emerge as more
profitable than the rest.
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